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[Editor’s Note: This book was downloaded from Realtime Nexus—The Digital Library for IT
Professionals. All leading technology books from Realtime Publishers can be found at

http://nexus.realtimepublishers.com.]

Chapter 6: IT Health: Management
Reporting as a Service

['ve spent a lot of time in this book explaining the capabilities and technologies you need to
add to your environment in order to enable truly hybrid, data center-to-the-cloud
application and service monitoring. But all of that monitoring is useless without output:
One of the end goals of this entire effort is to provide your managers and executives with
effective reports—whether they are internal “customers” or external customers.
Dashboards and other elements that show a manager that the environment is healthy and
on budget or that show them which service (not IT component) isn’t doing well. The goal of
this final chapter is to focus on these reports, what they should look like, and what value
you can expect to derive from them.

Note

This is an unusual chapter in that I'll mainly be presenting examples of
reports. My goal is to help you develop a kind of “shopping list” for the types
of reports you should look for in systems that you're evaluating and to
explain some of the finer details that I like in these reports. Most of these
examples are taken from live systems, so in some cases, ['ve obfuscated
customer-specific information such as publicly-accessible server names, IP
addresses, and so forth.

The Value of Management Reporting

There’s no question that reporting has value, but what, specifically, is that value? In other
words, what should you expect reports to provide other than pretty graphs? What will you
get out of reports? Let me quickly outline the major points so that I can then show you
examples of monitoring system reports that deliver those benefits.

Business Value
Businesses look, primarily, for reliability and return on investment (ROI). Specifically,
businesses want reports that can:

¢ Monitor compliance with service level agreements (SLAs)

e Monitor application performance from an end-user perspective

e Track utilization, especially when that utilization relates to cost, as it does with most
cloud-computing platforms

e Help predict growth in utilization (to help estimate the costs of supporting that
growth)

e Assistin maintaining maximum uptime and responsiveness for entire applications
__________________________________________________________________________|
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Technology Value

Technologists need reports and tools that can help them achieve the business’ goals. That
means technology-focused reports are often a bit (or a lot) more detailed, focusing on
implementation details that support the business’ high-level views and metrics.
Technologists look for reports that can:

e Quickly detail key performance metrics for components, highlighting out-of-
tolerance metrics that require attention

e Show usage trends so that IT can predict when usage will exceed the system’s ability
to perform within tolerance

¢ Dive from high-level metrics, like end-user experience measurements, into deeper,
technology-specific metrics for troubleshooting purposes

Reporting Elements

In the examples that follow, I will highlight specific capabilities of a monitoring system. In
most cases, I'll call out specific features of these reports that I find especially useful, and
that I think you should look for in your own monitoring solution. I'll spend the most time
on detailed performance reports because those provide the bulk of the intelligence you’ll
need to operate your infrastructure. I'll also look at SLA-specific reports and a few
dashboards that help provide a high-level, at-a-glance view of the environment or specific
applications and services.

Performance Reports

Let’s dive into the examples I've gathered. First up, in Figure 6.1 is a look at Exchange
Server availability. This report really highlights the value of being able to monitor a hybrid
IT environment: This Exchange system is hosted at Rackspace, not in our own data center.
Being able to monitor system uptime—especially when other applications depend on this
system—is crucial to maintaining the overall performance of our environment.

Rackspace Cloud MS Exchange 2007 Availability |

T T T T T T T T T T T T T T T T T T T T T T T 1
09:09 11:09 1309 15:09 17:09 18:09 21:09 2309 0109 0309 05:09 oF:.09 08:09
B Other O IMAP
Last Dray

Figure 6.1: An example Exchange availability report.
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Note

You're seeing a really good day on my Exchange Server; here the
performance line is the blue one at the very top of the graph, indicating 100%
uptime.

Figure 6.2 shows another way of monitoring email availability, and it illustrates a key
capability that you should look for. This chart is showing overall email availability from a
variety of services—Web mail, SMTP, POP, and so on. Those are the services you rely on, so
rather than monitoring the system, this report is monitoring those services. This kind of
service-level availability is important for anyone who is relying on hosted or cloud-based
services as a part of their IT infrastructure.

Rackspace Email Availability \

100 +

80

B0+

E
& 40
204
0 T T T T T T T T T T T T T T T T T T T T T T T 1
09:09 11:09 1309 15:09 17.09 19:09 21:09 2309 01:09 0309 0509 07.09 0g:09
Last Dray

Source Target Maximum Average Stdev
Rackspace Email Other nla nia nla
Rackspace Email Sync nla nia nla
Rackspace Email Webmail nla nia nla
Rackspace Email SMTP nla nia nla
Rackspace Email IMAP nla nia nfa
Rackspace Email POP nla nia nfa

Figure 6.2: An example general email availability report—rackspace hosted services.

Note

Once again, everything’s looking good—all of these services are at 100%.
Boring-looking performance charts are the ones you hope to see all the time!

Figure 6.3 shows another hosted element: Salesforce.com statistics. This is a more basic
performance report, showing the number of transactions as well as a couple of service
level-type statistics: transaction speed and overall system status. There are numerous
other stats you would want to track for Salesforce.com if you relied upon it, and your
monitoring system should deliver in this kind of easy-to-read, live report.
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Salesforce.com Number of Transactions
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Source Target Maximum Average Stdev
salesforce.com Transactions nia 242512773.15s 92975416.36 s

Salesforce.com Avg. Transaction Speed |

330+

200 ! ! ! Average (G300 92 1) | II'

250+ 1 |

200 ‘

Milliseconds

150 | H

100+

a0+ |

D T T T T T T T T T T T T T T T T T T T T T T T 1
0810 11:10 1310 1510 1710 1910 2110 2310 01:10 o310 0510 o710 0810
H Avn. Speed

Last Day

Source Target Maximum Average Stdev
salesforce.com Avg. Speed nfa 30092 m 51.03m

North America System Status

Seconds

T T T T T T T T T T T T T T T T T T T T T T T 1
0910 11:10 1310 1510 1710 1910 2110 2310 0110 0310 0510 o710 0810
H HAD E HA1 O HA2 E HA3 O HA4 O HAS 0O HAG O HAT
Last Daw

Figure 6.3: Example Salesforce.com statistics.

Note

Notice that a drop in the number of transactions isn’t bad, although the drop
in transaction speed might be worrying. Neither of these statistics affects the
system’s total uptime, shown on the bottom graph as 100%.

|
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If you're using a network (and what else would you be using?), you should be concerned
about its performance and availability. Figure 6.4 highlights another key capability ['ve
discussed throughout this book: getting everything into one monitoring system. Just
because you can monitor network protocol statistics using other tools, you should still
want them monitored in the same place as everything else. That way, when a problem
occurs, you have all the troubleshooting information you need in one place.

Total Netflow Protocol Statistics

Megabytes

0 T T o T T T T T T T T T T T T T T T T T T T
16:02 1802 2002 2202 0002 oz 04:02 0602 0g:02 10:02 1202 14:.02 16:02
M total O total M total O total O total

Last Day
Source Target Maximum Average Stdev
total n'a 0.01 Mb 0.03 Mb
total n'a 0.19 Mb 047 Mb
total n'a 0.01 Mb 0.02 Mb
total n'a 0.00 Mb 0.01 Mb
total n'a 0.01 Mb 0.02 Mb

DNS Protocol
100

a0

B0

40

Megabytes

20

D T T T T T T T T T T T T T T T T T T T T T T T
16:02 1802 20:02 2202 000z oz0z 04:02 0E:02 0g:02 10:02 12:02 14:02 1E:02
B dns O dns-out H dns-in

Last Daw
Source Target Maximum Average Stdev
dns nia 0.00 Mb 0.00 Mb
dns-out nia 0.00 Mb 0.00 Mb
dns-in nia 0.00 Mb 0.00 Mb

Figure 6.4: Network statistics from Cisco Netflow.
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Note

No DNS traffic at all? That could potentially be a bad sign, except that in my
network, most DNS is resolved internally, so we’re not seeing DNS use much
bandwidth.

Figure 6.5 is another example of a service-level report, showing overall network bandwidth
utilization. I especially like the inclusion of a “high water mark” line, showing where
bandwidth has maxed out in the past 12 hours. Notice that there’s also a break down of
protocol traffic, so if there is a problem, you can get a good idea of what protocol is
contributing to that problem.

HQ Network Bandwidth Utilization

120000.00
- 50000.00 1 High Viiater Mark
]
‘W 50000.004
% Lt
30000.00
0.0o 1 1 ' 1 ' 1 1 1 1 1 1 1 ' 1 1 1 1 1 1 1 ' 1 g 1
09:06 11:06 13:06 15:06 17:06 19:06 21:06 23:06 01:06 03:06 05:06 07:06 09:06
O WEB (HTTP) B FTP W AIlIP Traffic
Last Day
| |5ul'|=e Target Maximum Average Stdev
171314-WINAPP1 WEB (HTTP) 1310720.00 Bis 5314.01 B/s (0.41% of max) 112.26 Bls
171314-WINAPP1 FTP 1310720.00 Bis 3917 .66 B/s (0.30% of max) 5996.40 Bis
171314-WINAPP1 All IP Traffic 1310720.00 Bis 17852.69 B/s (1.36% of max) 6610.80 Bis

Figure 6.5: Network bandwidth.

If you have any service or application that relies on external services—such as an external
LDAP server—then you need to be able to monitor that. Figure 6.6 shows how a monitoring
system can do so, connecting to an external LDAP system and measuring response times.
By establishing health thresholds for these response times, you can start to create alerts
and other notifications when response times exceed your tolerances.

Realtime
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LDAP Response from University of Michigan

3000

2500

2000 4

1800+

1000

ST e biiidan

0 1 1 1 1 y t 1 1 t t y t t 1 y t 1 1 y 1 1 1 t 1
0207 1107 1307 1507 1707 1907 2107 2307 o107 0307 0507 oway 0807

Milliseconds

H UMichigan
Last Dray
Source Target Maximum Average Stdev
171314-WINAPP1 UMichigan nia 366.90 Ms 206.44 Ms

Figure 6.6: Service response time—LDAP.

Traditional server monitoring should be included as well, as illustrated in Figure 6.7, which
shows common stats for a Windows server. Again, it’s not so much that you don’t already
have monitoring tools that can do this; it’s that you want all your monitoring information in
one place, whether it’s a simple Windows server or a completely-outsourced server or
service.

|
Realtime 94

publishers



The Definitive Guide to Monitoring the Datacenter, Virtual Environments, and the Cloud
- |

09314 11:14 1314 1914 17:14 19:14 21:14 2314 01:14 0314 0514 o714 09:14

5] ﬁm [m] HIM—R‘.WC-H'II'—IH— H User

NIM-RWC-HV-01 S —_— 100.00 % | 29.92 % (29.92% of max)
NIM-RWC-HV-01 i . s e 0 [100.00 % | 34.90 % (34.90% of max) | 0.92 %
NIM-RWC-HV-01 S—— - 100.00 % | 4.98 % (4.98% of max) 0.41 %

=
th ka2

Percent

s

0sa

a
11:19 1519 1800 2119 0000 0319 0800 0913 1200 1800 0000 0&:00
H HIM-RWC-HV-01-0 O HIM-RWC-HV-01-1

Processes

/- |

|
” l erane (042 proc A I"\ i
AAVERVANA i AN AV VA A ANA N AN,

D 1
09:14 11:14 1314 1914 17:14 19:14 2114 2314 01:14 0314 0514 o714 09:14
E HIM-RWC-HV-01

NIM-RWC-HV-01 S e —— n/a 042 procs | 1.07 procs

Figure 6.7: Windows server utilization.
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Note

Figure 6.7 is huge—and I actually cropped off additional charts. This is one
reason | prefer Web-based reports, because the browser can scroll as much
as it needs in order to display large, detailed reports.

Broad platform coverage is a must. Even if you don’t have Unix (or Linux) today, for
example, you might well have a server or two in the future. As Figure 6.8 shows, your
monitoring system needs to be able to accommodate that growth. I like to see reports like
this, which essentially mirrors the Windows report and includes specifics for Unix.
Windows and Unix are similar, and their performance would be monitored similarly, but a
monitoring system can’t ignore their unique aspects.

CPU Usage - Total

S0 |

Percent
w
=}

[~
=

10

| A A0 S0
D T T T T T
0910 1200 1510 1800 21110 0000 0310 000 0910 12:00

T T
1800 0o 0600

H linux2.nimsoft.com H Trend
Last Day
Source |'I'a|'gn/t Maximum Average Stdev
linux2. j 100.00 % 0.60 % (0.60% of max) 483 %
Memory - Usage
&00
oo ! A SEARI
500 e
@ 500
% 400
iy 300
=
200
100
O e e e e e LN B e e e L T T T T
0810 4200 1510 1&00 2110 00:00 0310 0600 0910 1200 18:00 a0:00 06:00
W linux2.nimsoft.com W Trend
Last Day
Source |'I'lr@t Maximum Average Stdev
linux2. : 2027.00 MB 653.75 MB (32.25% of max) 23.84 MB
Memory - Paging
12
10
=
§ =
3
@
2 5
£
B 4
z
2
0 1l | Averﬁgz_a( 07 KBS
0910 1200 1510 1&00 2110 00:00 O340 0600 0910 1200 1800 o000 0600
H linux2.nimsoft.com H Trend
Last Day
Source |Tuw‘l Maximum Average Stdev
linux2. ' nia 0.07 KB/S 0.72 KBS
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Figure 6.8: Linux server utilization.
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As the use of virtualization grows, so must your ability to monitor it—no matter which
brand you’re using. Figure 6.9 shows guest performance statistics on an IBM virtualization
host—using terms and elements that are specific to IBM’s implementation.

0 T T T T T T T T T T T T T T T T T T T T T T T 1
08:06 11:06 1306 1506 17:06 18:06 21:06 2306 01:06 0306 05:06 0706 09:06
Missing Data B Assigned Memo

S— . —— Assigned Memory nia 1024.00 MB 0.00 MB

Processing Units
= =3 o=
= o =1}
1 1 I

e
b
N

1] T T T T T T T T T T T T T T T T T T T T T T T 1
09:08 11:08 13:08 15:06 17:08 19:08 21:08 23:08 01:08 0308 05:08 07:06 09:08
O Missing Data H Current Processing Units

— . —— Current Processing Units nia 1.00 pu 0.00 pu

Percent
o
[=]

09:06 ' 11:‘08 ' 13:‘08 ' 15:‘08 ' 1?‘08 ' 19:‘08 ' 21:‘05 ' 23:‘08 ' D1:IDB ‘ DS:IDB ' DS:IDB ' D?:IDB ' DQ:IDB
O Missing Data B Processor Entitlement Consumed

— - — Processor Entitlement Consumed nia 150.00 % 0.00 %

Figure 6.9: IBM virtualization guest statistics.

Note
Another excellent server—notice the stable performance over time.
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________________________________________________________________________________]

Figure 6.10, however, shows that a monitoring solution can include other brands—such as
VMware. This figure focuses on host statistics, showing key performance indicators for
CPU, network, and so forth. Again, you want cross-platform reports to look similar so that
you can do a sort of “apples to apples” mental comparison, but you don’t want to exclude
vendor-specific information.

100+
80+
B0+

40

Percent

204

i)
0912 1112 1312 1512 1712 1912 2112 2312 0112 0312 0512 712 0912

] ﬁm O User

ped00sc System 100.00 % 2.35 % (2.35% of max) 0.25%

pe400sc User 100.00 % 2.36 % (2.36% of max) 0.36 %

Processes

14

”Aag (0.3} procs) A /\
S e S S e S ey o s S S e
0%:12 11:12 1312 1512 1712 19:12 2112 2312 01:12 0312 05:12 o712 09:12
H pedddsc.hobbs.nimsoft.com

ped400sc —— — nia 0.32 procs 0.99 procs

Bytesisec

1] T T T T T T T T T T T T T T T T T T T T T T T
09:12 1200 1512 1800 2112 0000 0312 0600 0912 12:00 18:00 00:00 06:00
B OUT-Intel{R) PRO/1000 MT Hetwork Connection. O IN-Intel{R) PRO/1000 MT Hetwork Connection.

ped00sc | OUT-Intel(R) PRCY1000 MT Metwork Connection. | 12500000.00 B/s | 1646.30 B/s (0.01% of max) |215.34 B/s

ped00sc | IN-Intel(R) PROMO00 MT Network Connection. 12500000.00 B/s | 5959.29 B/s (0.05% of max) |2246.76 Bis

Figure 6.10: VMware vCenter monitoring.
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More and more companies are adding VolP to their technology mix, and there’s no reason a
monitoring system can’t include that. Figure 6.11 shows a report for Cisco’s CallManager
system, providing a way to monitor and troubleshoot VoIP performance.

CPU Usage |
&5 JaN
e Average (21 .92 %)
— —r—— = — e
204
€ 154
@«
2
£ 104
54

0 T T T T T T T T T T T T T T T T T T T T T T T 1
03:11 11:11 131 1511 1711 18:11 2111 231 01:11 0311 0511 o711 03:11
B { Total): CPU Time

Last Day
Source Target Maximum Average Stdev
192.168.128.83 (_Total\% CPU Time 100.00 % 21.92 % (21.92% of max) 0.65 %

Disk Usage (%)

100
50
0
B
40
20
t— 77— ————— T
0914 1111 1311 1511 1711 19:11 2111 2311 0111 0311 0514 o711 0911
O (Active): Used
Last [ay
Source Target Maximum Average Stdev
192.168.128.83 (Active)\% Used 100.00 % B3.00 % (83.00% of max) 0.00 %
Cisco CallManager Memory Usage
250000
_ . ol o Miergge (21666754 KE) § —
200000 T - - — T
w 150000
@
= 100000
50000
+——
0911 111 1311 1511 1711 19:11 11 2311 o1:11 0311 0511 o711 09:11
H KBytesMemoryFree
Last Dray
Source Target Maximum Average Stdev
192.168.128.83 KBytesMemoryFree nia 216667.54 KB 4690.34 KB

Figure 6.11: Cisco CallManager monitoring.
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Every business has databases, and some of your applications will access those via Java
Database Connectivity (JDBC), so you need to be able to monitor JDBC. Figure 6.12 is my
first example of low-level, under-application monitoring, showing JDBC statistics. This
might not be a report you look at first when a problem arises, but the point is that a
monitoring system should provide this kind of information to help you dive deeper into a
problem and either confirm or eliminate potential systems and technologies as the source

of, or contributor to, a performance problem.

Query Response Time |

200

1304

1004

Milliseconds

04 , Y
< . —_—

u] T T T T T T T T T T T T T T T T T T T T T T T 1
0507 11:07 1307 15:07 1707 19.07 21:07 2307 0107 0307 0307 o707 03:.0v
W arp_server jdbc:salserver:/192.168.128.90:1433:Databas ellame=-Himbus SLM

Last Dray
Maximum Average Stdev
nia 2392 ms [12.40 ms

nia 3779 ms | 32.32 ms

Source Target
apollo | grp_server jdbc:sqlserver//192.166.128.90:1433,DatabaseName=NimbusSLM

apollo | demod jdbesglserver:/192.1668.128.90:1433;DatabaseName=NimbusSLM

JDBC Query Rows
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09.07 11:07 1307 1507 17.07 19.07 21:07 2307 0107 0307 0307 az.o7 09:.07
W arp_server jdbe:salserver:/192.168.128.90:1433:Databas ellame=HimbusSLM

Last Dray
Source Target Maximum Average Stdev
apollo | grp_server jdbc:sglserver/i192.1668.128.90:1433;DatabaseName=NimbusSLM nia 93.21 041
apollo |demo1 jdbcisglserveri/192.166.128.90:1433;DatabaseName=NimbusSLM nia 1.00 0.00
JDBC Query Value
1+ .
0.5
Average (0630
05
LY
g
L
= 04
1
0.2+
u] T T T T T T T T T T —— T T T T T T T 1
1507 1707 19:07 207 2307 01:07 0307 0507 ar.o7 09:07

T T T T
0%:07 11:07 1307
E demo1 idbe:salserver:/i192.168.128.90:1433:Databas eHame=HimbusSLM

Last Day
Maximum Average Stdev

0.63 0.49

Source Target
apollo |demoi jdbec:sglserver192.166.126.90:1433;DatabaseName=MNimbusSLM nia

Figure 6.12: ]DBC statistics.
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You’'ll want to be able to monitor the database connectivity as well as the database platform
itself. Figure 6.13 shows an example of MySQL monitoring, but your monitoring solution
should include support for all major platforms, including Microsoft SQL Server, IBM DB2,
Oracle, Sybase, and so on.

% of cache in use

10+
1 I
84 f | 1 1 |
| | | |
6| | | ! | |
E | | | II | |
E | | | | |
244 | | | | |
a |
| | Average (3069 | |
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| | | | ] |
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09:08 11:08 1308 1508 17.08 19:08 21:08 2308 01:08 0308 0508 07.08 0208
H wotan
Last Day
Source Target Maximum Average Stdev
wotan wotan 100,00 % 3.06 % (3.06% of max) 417 %
Ratio of disk write to all write requests
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50
' B0
@
2
& 404
20
0 ——— 7T T —T—T—T—T—T——
0208 11:08 1308 15.08 17.08 1908 21:08 2z08  01:08 0308 0508 0708 0208
H wotan
Last Day
Source Target Maximum Average Stdev
wotan wotan 100,00 % 0.00 % (0.00% of max) 0.00 %
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Figure 6.13: MySQL statistics.

Getting back to service levels for a moment, take a look at Figure 6.14, which shows how a
monitoring system can also provide high-level, service-focused information—such as email
round-trip times. This is a good indicator of overall system health, and I especially like the
inclusion of a trend line that shows where performance is heading. That's a great way to get
on top of a problem before it becomes a problem.
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Figure 6.14: Email response times (SMTP).

Other services contribute to your overall IT performance, such as Active Directory (AD)—a
lynchpin for many Microsoft-based (and third-party) services. Figure 6.15 shows that AD
responsiveness can be monitored right within the same monitoring solution, watching
statistics like connect time, replication speed, search load, and so on. Again, notice the
inclusion of an average line, which lets you visually ignore peaks and valleys and focus on
the overall average performance of a given service.
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Figure 6.15: AD response times.
C______________________________________________________________________________
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Web servers are running more and more applications, both internal and external, and
monitoring the Web server platform is critical. Again, having this in a single solution makes
it easier to monitor the entire application stack: Web server, database platform, database
connectivity, network protocols, and so forth. You can start to see how this kind of system
gives you insight into every aspect of the application, making it easier to spot and solve
problems. Figure 6.16 looks at Microsoft’s [IS Web server.
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Figure 6.16: IIS Web Server statistics.
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Because few shops are completely homogenous these days, Figure 6.17 shows that the
same solution can also monitor the Apache Web server. Again, this report is similar to the
[IS one, as both IIS and Apache are quite similar, but the Apache report includes specifics to

that platform.
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Figure 6.17: Apache Web Server statistics.

See that vertical red area on each of the three charts? That’s a time period
during which my monitoring system wasn’t able to talk to the Web server
being monitored, so it couldn’t draw the chart accurately.
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Figure 6.18 once again returns to a service level-focused report, showing responsiveness
for a Customer Relationship Management (CRM) solution. In fact, this particular report
shows the results of synthetic transactions injected into the system to manage real-world
performance from the end-user perspective—the end-user experience (EUE), that I've
discussed in prior chapters. Here, we can see real-world response times for end-user tasks
such as opening the application’s home page, logging in, and searching. A problem at this
level would drive us to dive deeper—into the Web platform, database platform, network
utilization, and so on.
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Figure 6.18: CRM system responsiveness.
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Finally, you can’t ignore the physical aspect of your infrastructure, and Figure 6.19 shows
that a monitoring system can include considerations such as your server room’s
temperature—provided, of course, you have the right measurement probes in place to
gather this information.
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Figure 6.19: Server room temperature.

SLA Reports

Having inundated you with examples, I'll just provide a couple for this section. The idea
here is to roll up performance into something that can map to your SLAs, making it easier
for you to manage those SLAs. Figure 6.20 shows the first example, rolling up numerous
statistics into a simple “you made it or you didn’t” measurement for several services,
including a database server, Web server, Web response times as measured from two
locations, and so forth. There’s a trend analysis, too, indicating that the SLA is in no danger
of being breached given current performance.
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Status | History
e-Commerce SLA

This SLA is setup to monitor a web service against agreed upon service quality metrics. All physical and virtual (ViMware) technologies that support this SLA are defined as SLOs
and monitored below. End-user experience probes are deployed at two locations.

This status is generated August 04, 2010 10:05.

The current period is August 02, 2010 to August 09, 2010 (1 week).
Current compliance is 99.78%, the goal is 97.00%

Trend Analysis: Will not breach at current rate. [ ——

Service Level Objectives (Summary)
The following service level objectives are defined in this SLA. Each objective is listed with its weight and the percentage of fulfillment. The fulfillment is the relationship between the weight and the
compliancy of the Quality of Service constraints defined within the SLO.

State Objective Description Weight (%) Achleved (%) Expected (%) Notes
The database server and its application data is a critical component of this e-commerce service.
! HQ-Database Server Monitoring the performance of its functional subsystems and sql query response times in support this 20 100.00 97.00

SLA is important to ensure continuous SLA compliance.

The web server plays the lead role in enabling this e-commerce service. To ensure a satisfactory end-
HQ - Web Server user experience all functional systems that can compromise the web server are being proactivel 20 100.00 97.00
YS! q y
monitored in support of this SLA.

To monitor the end-user's experience with this web service we have deployed URL page load

&  Web Response - California monitors at two locations (Texas and California). The deployed probes exercise the web service just 20 99.59 97.00
as an end-user would and centrally reports response times.
To monitor the end-user's experience with this web service we have deployed URL page load

&  Web Response - Texas monitors at two locations (Texas and California). The deployed probes exercise the web service just 20 100.00 97.00
as an end-user would and centrally reports response times.
This network router was determined to be most critical as itis the primary entry point for users

{1 HQ- Network Edge Router interacting with this web service. A critical interface is monitored for optimized bandwidth utilization, 10 100.00 97.00
error status, and operating status.
Application servers are critical for e-Commerce transaction processing. Each of these run on a

& HQ- Application Servers (ViMware) VMware guest OS. Optimal server health requires monitoring the VM resources, operating systems. 5 98.80 97.00
(Netware and Windows 2003), and key application processes.
The VMware ESX server is running the virtual machine that is hosting the business application. If the

! HQ-ESX Host Server ESX server resources are degraded, it could impact the performance of the application server and the 5 98.36 97.00
overall web service SLA.

Figure 6.20: An SLA report.

A historical look is also nice, and Figure 6.21 shows an example.

Status  History
Automatic

Service Level Agreement (History)

The following graphs shows the historic development of this SLA. The first graph illustrates the periods that met the compliance requirements, and the ones that didn't.
The second graph shows the relationship between the SLA compliance requirements and the actual achieved value. This graph will also show the variances in the
compliance requirements over time
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Figure 6.21: Historical SLA performance.

Here, we can easily see when the SLA was breached and how badly. This can be useful
when it comes time to negotiate pricing or performance, especially for hosted services and
applications.
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Dashboards

[ love dashboards, and I dislike monitoring solutions that don’t provide lots of ‘em. These
are a great tool for quickly checking the status of your environment at a high level, and for
starting the detail dive when something is wrong. Figure 6.22 provides an excellent
example, showing the end-to-end component view of an application, including individual
servers, connectivity between them, response times for specific services such as SQL or
LDAP queries, and so on. Problem systems are conveniently highlighted in orange,
directing my attention to the components that require it.

End-user Response View End-to-End Component View

Socket Test 68 ma SQL Query: 143 ms

TCP/IP Responsa: 157 ms

HTTP Response: 57 ms

URL Response: 210 m3

FTP Responsa: 562 ma

Aushantcs $on Sener LDAP Serar Baich Processor Serves Databe se Serer

Figure 6.22: End-to-end performance dashboard.

Figure 6.23 is an EUE dashboard, showing me—in simple colors and graphs—what my
users are experiencing when they use a particular application (in this case, my Bugzilla
bug-tracking application). I can see how fast the home page is launching, how long it takes
to log in, how long it takes to find bugs and open them, and so on. I get a quick view (on the
right) of the major platforms that comprise this application: the application code, MySQL
database, Apache Web server, and Linux operating system (OS).
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Figure 6.23: EUE dashboard.

For highly-distributed applications, geo-views like the one in Figure 6.24 are tremendously
useful. This helps you see, at a large scale, where your application may be having specific
problems.

Figure 6.24: Geographic dashboard.
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Finally, I especially like monitoring systems that can provide a customized, whole-
environment rollup like the one shown in Figure 6.25, which was developed for a hospital.
This dashboard provides an at-a-glance view of everything critical to healthcare
applications in the environment. It’s literally the thing you want running all the time on
some monitor somewhere so that everyone can be assured that all the systems are okay—
or quickly take action if something isn’t.
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Figure 6.25: High-level applications and services dashboard.

The Provider Perspective: Reports for Your Customers

Managed Service Providers (MSPs) will appreciate most of the reports and dashboards I've
shown so far, but they also need something specific to the kind of business they’re in. Most
MSPs will also need the ability to look at performance from a client perspective so that they
can see how a given client’s services are performing. A monitoring solution should
absolutely be able to provide that, and Figure 6.26 shows one way in which it might do so:
grouping services by customer and showing the overall utilization of each customer.
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Figure 6.26: MSP dashboard.

Conclusion

There you have it: Advanced, modern monitoring for the hybrid IT environment—from the
data center to the cloud and even for MSPs that need to provide customers with insight into
their own networks and systems. It is possible, using the right tools and the right
techniques—and some vendors can even provide you with these monitoring capabilities as
an SaaS solution, giving you an almost instant implementation, if desired. The solutions are
out there—time to start looking.

Download Additional Books from Realtime Nexus!

Realtime Nexus—The Digital Library provides world-class expert resources that IT
professionals depend on to learn about the newest technologies. If you found this book to
be informative, we encourage you to download more of our industry-leading technology
books and video guides at Realtime Nexus. Please visit
http://nexus.realtimepublishers.com.
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