G

Realtime
publishers

The Essentials Series:
Containers Virtualization for Linux

Understanding
Containers Virtualization's
Management Toolset

sponsored by

|| Parallels by Greg Shields




Understanding Containers Virtualization’s Management TOOISet.......counenenrenerneeneesseneensenseneanes 1
Virtual Actions vs. Traditional Systems Management.........ocueeereneensesseesnesssessesssesseessesssessessessees 1
Virtual Management TOOIS ....ceeeereeeesseeeesseessessesssessessessse s sses s s s sssss st sssssesas 2
Systems Management TOOLS. ... sess s ss s sssssesasens 2
Resource Management TOOLS ... sessssesess s ssesssesssessessssssesssssssessssssessssssesans 3
Template ManagemeENt TOOIS ... erercereeresseeseeseesseesessesssessees e ssesss s sss s s s sssssesssessssssssanes 3
Backup Management TOOLS .......eeerreesessssssesssessssssssssssssssssesssessssssssssssessssssssssssssssssssssssssasens 4
MOTIONING TOOLS .ottt s bbb 4
Successful Virtualization Requires the Correct TOOIS. .. 5

Realtime i I I Parallels



Copyright Statement

© 2009 Realtime Publishers, Inc. All rights reserved. This site contains materials that
have been created, developed, or commissioned by, and published with the permission
of, Realtime Publishers, Inc. (the “Materials”) and this site and any such Materials are
protected by international copyright and trademark laws.

THE MATERIALS ARE PROVIDED “AS IS” WITHOUT WARRANTY OF ANY KIND,
EITHER EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE,
TITLE AND NON-INFRINGEMENT. The Materials are subject to change without notice
and do not represent a commitment on the part of Realtime Publishers, Inc or its web site
sponsors. In no event shall Realtime Publishers, Inc. or its web site sponsors be held
liable for technical or editorial errors or omissions contained in the Materials, including
without limitation, for any direct, indirect, incidental, special, exemplary or consequential
damages whatsoever resulting from the use of any information contained in the Materials.

The Materials (including but not limited to the text, images, audio, and/or video) may not
be copied, reproduced, republished, uploaded, posted, transmitted, or distributed in any
way, in whole or in part, except that one copy may be downloaded for your personal, non-
commercial use on a single computer. In connection with such use, you may not modify
or obscure any copyright or other proprietary notice.

The Materials may contain trademarks, services marks and logos that are the property of
third parties. You are not permitted to use these trademarks, services marks or logos
without prior written consent of such third parties.

Realtime Publishers and the Realtime Publishers logo are registered in the US Patent &
Trademark Office. All other product or service names are the property of their respective
owners.

If you have any questions about these terms, or if you would like information about
licensing materials from Realtime Publishers, please contact us via e-mail at
info@realtimepublishers.com.

ii

|| Parallels’


mailto:info@realtimepublishers.com

Understanding Containers Virtualization’s
Management Toolset

The first article of this series attempted to illuminate the concepts surrounding Containers
Virtualization. That article looked at a high-level view of how Containers Virtualization
elevates the “layer of abstraction” between physical and virtual assets. Changing the layer
of abstraction results in a much different and much smaller composition of virtual
workloads, enabling containers to be made up of the combination of the template on the
host along with any individual “deltas.”

This elevation to the layer also brings about changes in which Containers Virtualization’s
management toolsets interface with Linux workloads. Although Linux workloads often
enjoy the same level of management toolset support as those running the Windows
operating system (0OS), the cautious IT organization should look carefully at the features
available to both. Virtualized Linux workloads often enjoy the same level of management
flexibility in terms of virtual machine actions, but some solutions do not maintain parity for
other tasks such as backups and restore.

With this in mind, this article looks at the various toolsets that work with Containers
Virtualization. You will find that due to its architecture, Containers Virtualization’s
management toolset enjoys some very compelling capabilities not always available through
other architectures. These additional capabilities—focused heavily on workload
management and configuration—are possible due to Containers Virtualization’s heavy
focus on core OS management.

Virtual Actions vs. Traditional Systems Management

Traditional Hardware Virtualization solutions provide a platform upon which to rest
virtual workloads of any OS. Typical virtual machine actions such as power on, power off,
snapshot, and migrate are commonly available through management GUI or programmatic
interfaces. These solutions are akin to providing a virtual “chassis” into which an
administrator can later install an OS and needed applications.

Yet the actions that can typically be performed on this “chassis” with traditional
virtualization solutions are often limited to those functions you would normally perform
with a piece of physical server hardware. Due to its architecture, the management of
Hardware Virtualization platforms tends to stop there. Enacting change to the internal
configuration of any virtual machine is generally not an activity that can be accomplished
through the management tools available for Hardware Virtualization solutions today.

|| Parallels’



These traditional “systems management” actions, however, are necessary parts of
administering your Linux infrastructure. Integrating virtual actions with those involved
with traditional systems management—such as file and patch updating, configuration
control, and scripted actions—can assist systems administration through the unification of
toolsets.

To that end, Containers Virtualization by nature enjoys a tight integration between residing
workloads and the OS upon which it is based. Thus, the specific configuration of any
residing container’s OS is of equal importance as more traditional actions performed on a
virtual machine. As such, its toolset by nature tends to dig deeper into OS configuration-
type tasks, enabling administrators to enact change to the OS while at the same time
enabling administration of typical virtual machine actions. The following sections will
discuss common actions that IT organizations can expect to see with best-in-class
Containers Virtualization solutions.

Virtual Management Tools

Power on, power off, snapshot, migrate. These are all actions that relate to the state of a
virtual workload itself. These actions and the tools that enable their administration are
commonly available in Containers Virtualization solutions with the same level of support as
commonly seen in other virtualization platforms. When looking for enterprise-class
solutions, pay careful attention to the list of potential virtual machine actions. Your needs
may require high-end capabilities such as dynamic load balancing based on performance as
well as failover capabilities in the case of a host failure. In both situations, rich virtual
machine behavior and performance monitoring is a key feature that is necessary to
accomplish these tasks.

Systems Management Tools

Adding to the capabilities discussed earlier, Containers Virtualization solutions tend to
enjoy systems management capabilities not often available with other virtualization
platforms. These toolsets exist because Containers Virtualization concerns itself as much
with the configuration of an installed OS as does it with the management of virtual
machines. These tools enable administrators to install, manage, and monitor OS
configurations and installed applications through the same console used for handling
virtual machine actions.

One area of particular utility is in the patching of OSs and applications. As running
containers are based on the composition of the starting template, any update to that
template can automatically and immediately update all residing containers as well. These
updates should have the capability of being provisioned through the solution’s
management toolset.
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Resource Management Tools

Assigned resources such as processing power and memory are similarly provisioned
through management utilities. Different than with other architectures, Containers
Virtualization solutions tend to include greater support for discriminately assigning
resources to containers. This is the case due to the ability for resources to be re-assigned
on-the-fly and without the need for containers to be restarted.

Specific to the Linux OS and the types of workloads commonly installed to that OS, it is
important for resource management tools to monitor for performance conditions on the
host and within each container. That monitoring provides the administrator with the
situational awareness necessary to adjust resources as needed for processing. Integrating
these capabilities with auto-remediation actions enables the toolset itself to automatically
adjust assigned resources to meet business processing demands. As the number of
collocated containers per host increases, the need for this capability grows increasingly
critical to ensure that processing is balanced across workloads.

Template Management Tools

Containers Virtualization makes heavy use of container templates in order to rapidly
deploy new workloads as necessary. These templates integrate with the installed host OS to
pre-configure the aforementioned “deltas” for the purposes of rapidly provisioning new
0Ss and even applications.

For example, an organization might want to deploy a MySQL database running atop a
Fedora Core container that itself will be hosted on a Red Hat server. The actions involved
with installing and configuring the container’s OS, then installing and configuring the
MySQL instance can involve a substantial amount of time. Using a template, this same need
can be quickly provisioned by means of a small template file that includes the necessary OS
and application installation and configuration. These templates are particularly useful with
the Linux OS due to its open source nature.

When looking at Containers Virtualization solutions, consider your needs for the types of
applications you intend to make use of in your environment. Ensuring that your solution
includes the necessary templates and template creation capabilities can assist with their
rapid deployment.
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Backup Management Tools

Organizations considering the implementation of virtualization for Linux should pay
special consideration to the availability of backup management tools as well. The addition
of virtualization into the IT environment has the tendency to increase the complexity of
backups while at the same time improve the capability for a successful server restore. This
occurs due to how virtualization augments the ways in which virtualized workloads can be
backed up.

For example, consider a typical Linux server. The configuration of that server is stored
within its files and directories, and as such, the successful backup of each file and directory
is critically necessary to ensure its later successful restore. The process to complete a
successful backup with traditional backup software outside the virtualization environment
must be extremely careful that all files and directories are backed up. Any files that are
missed or unable to be backed up can inhibit its successful restore. With thousands or more
possible files on any particular server, this activity can be difficult. With virtualization,
virtual workloads can be backed up as a single entity. In the case of Containers
Virtualization, the container itself can be backed up as a single entity. This block-level
backup equivalent has a much greater chance for restore success down the road.

Motioning Tools

Lastly, the concept of “motioning” relates to the desire for the processing of virtual
workloads to be successfully relocated from one host to another. Live migration and hot
migration are two terms that commonly refer to the ability for a virtualization solution to
relocate workload processing without a loss of service. Some Containers Virtualization
solutions, like other architectures, have the ability to accomplish this real-time movement.
Enterprises with high levels of container density should consider this capability a key
necessity as the loss of a single host could impact dozens or hundreds of collocated
containers. In the same vein, motioning support is necessary for the successful and regular
load balancing of containers across hosts without the need to power them down.

Many virtualization platforms require the use of a centralized Storage Area Network (SAN)
for the hosting of virtual files if motioning capabilities are desired. This is the case because
many motioning technologies do not relocate virtual disk files during a re-hosting event.
Although this centralized storage is traditionally very highly available, it at the same time
tends to be of a significantly higher cost than traditional local storage. Smart enterprises
may consider looking for solutions that provide zero-downtime motioning support without
the need for expensive SAN data storage. Additionally, technologies that enable motioning
across separate Direct Attached Storage (DAS) locations enable IT organizations to re-
provision the disks associated with virtual workloads as they relocate their processing.
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Successful Virtualization Requires the Correct Tools

Any technology implementation requires the right platform. But equally important are the
toolsets available to manage it once in place. This article has attempted to discuss those
features that you might want to look for when considering a virtualization solution for
Linux workloads. When making any decision about virtualization platforms, consider the
common administration tasks that go with virtualized workloads and what tools and
techniques your environment requires to successfully accomplish these tasks.
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